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caution

• This slide was created for the April 18, 2025 UTokyo Azure Usage 
Briefing.

• Azure specifications change frequently, so if the following does not 
work, please refer to the Azure documentation. 

https://learn.microsoft.com/ja-jp/azure/?product=popular


Let's create a virtual machine

Case study:
“I want to LoRA fine-tuning the Llama-3 model of 3B.”



What is a Virtual Machine?
A virtual machine (VM) is a technology that allows you to create a virtual 

computer on a cloud server.

You have the flexibility to customize your computing environment just like 
building your own physical machine.

• Want a GPU? You can include one.
• Need 48 CPUs? That’s possible.
• Want 1TB of storage? No problem.

• You can also create multiple virtual machines with different specifications
and have them work together to process a single task or file.
This allows for parallel processing and is useful for handling large-scale 
workloads or experiments.



Roadmap
1. Check the required machine specifications
2. Create a Virtual Machine

2.1 Request a quota (approval is required for high-cost resources)
2.2 Create a VM using the approved resources

3. Log in to the VM from your local computer
4. Share files across multiple virtual machines

4.1 Create a Storage Account
4.2 Create a File Share
4.3 Mount the file share from each virtual machine
4.4 Configure automatic mounting on reboot
4.5 Verify that all virtual machines can read and write to the same file share

5. Stop the virtual machine to avoid unnecessary charges



1. Check the required machine 
specifications



What kind of Azure virtual machine resources match your needs?

• If you want to fine-tune a large language model, you'll likely need a GPU.
• However, since GPUs are expensive, it's best not to choose a machine with higher 

specs than necessary.
• I asked ChatGPT for advice. 

(Sometimes, ChatGPT may provide incorrect or outdated information, so please make sure to 
double-check things yourself.)

ChatGPT’s RESPONSE:
LoRA fine-tuning for LLaMA-3 13B requires an A100 80GB GPU
The optimal choice is Standard_NC24ads_A100_v4 (1x A100, 24 vCPUs)
When requesting a quota, apply for "Standard NCADS_A100_v4 Family 

vCPUs" with 24 vCPUs
If you're planning larger-scale training, consider requesting 48 or 96 vCPUs



You can check which resources are available in 
each region on this page.
“SKU” stands for “Stock Keeping Unit.”

“Japan East” does not 
have many resources.

https://azure.microsoft.com/en-us/explore/global-infrastructure/products-by-region/table


Virtual machines seem to be concentrated in 
regions like Southeast Asia, West Europe, East US, 
East US 2, South Central US, and West US 2.



Check the price here

https://azure.microsoft.com/en-us/pricing/




For East US 2

Price for 1× A100 GPU
In East US 2, it's 
approximately ¥580 per hour.



East Japan is 
higher than East US2! 

Price for 1× A100 GPU
In East Japan, it's approximately 
¥700 per hour.



East Japan is 
higher than East US2! 

Price for 1× A100 GPU
In East Japan, the cost is 
approximately ¥700 per hour.

Spot use is extremely cheap! 
About 110 yen / hour 

(83% off at this time!) ）



What is a Spot Virtual Machine? (Azure documentation)

You can use spot VMs at a discounted rate (up to 90% off) when Azure has surplus 
capacity. However, if demand for the resource increases, your VM may be forcibly stopped.
• The discount rate varies depending on VM size, region, and time of day.

Deletion Type:
Specifies under what conditions the VM will be deleted:
• Capacity only: The VM is deleted when Azure runs low on capacity.
• Price or capacity: The VM is deleted either when capacity runs low or the price exceeds your 

set threshold.

Deletion Policy:
Defines what gets deleted when deletion is triggered:
• Stop / Deallocate: The VM is stopped, but disks and data are retained.

You can restart the VM later and resume from the previous state.
(No charges for CPU or GPU while stopped, but disk and network charges continue.)

• Delete: The entire VM, including disks, is cleaned up.
(Make sure to save important data to separate storage beforehand. Once deleted, you are no 
longer billed for this VM.)

https://learn.microsoft.com/ja-jp/azure/virtual-machines/spot-vms


2. Create a Virtual Machine



Search for 
"virtual machines"







Resource group is important for cost management:
• Not only the compute resources for running the model, but also 

various other resources such as public IP addresses and storages are 
associated with this.

• If you want to completely stop billing, the easiest way is to delete 
the resource group.

• It’s recommended to organize your resources into separate resource 
groups that can be safely deleted when they are no longer needed.





Click “see all sizes"



Search for "A100"



Click "Request quota"



2.1 Request a quota

Approval is required for high-cost resources



What is a Quota Request?
When you want to use expensive resources like GPUs or a large number of

CPUs, you need approval from Azure.
Why is this required?
• To prevent users from accidentally using excessive resources, which could 

lead to unexpected high charges
• To ensure fair resource distribution so that some users don’t monopolize 

specific resources
• To balance server loads and prevent resource congestion in certain regions



Click "Request quota"







Approval may be granted immediately, 
but it can also be denied.





Choose “Yes (Recommended)” in the 
“Advanced diagnostic information”







Quota approval is notified by email
• I received a reply two hours later, but it was in the spam folder, 

so I didn’t notice it for a while…
• The support team informed me that “East US2” has limited SKU 

availability, and they requested that I either switch to the 
“West US” region or use an H100 instead.

After I requested the change to “West US”, I received 
a reply the next day saying it had been approved.



Do the same things but
specify “West US” as region.



Now I can 
choose this!



2.2 Create a VM using the 
approved resources
Start a NC_A100_v4-sized virtual machine consisting of one GPU card (NVIDIA 
A100) and 24 vCPUs



• The hourly usage fee is listed in 
the rightmost column.

• This resource costs ¥538.285/h.



If you want to apply the Spot 
discount, check this box.

• You can get up to 90% off, but the instance may be 
frequently deleted (stopped).

• Therefore, your implementation must assume this 
behavior — for example, in deep learning, make 
sure to save a checkpoint at the end of each epoch.



In Azure, the OS disk should be kept to the minimum 
size required to run the OS, while applications, logs, 
and data should be saved to a file share.





Check the price



• A private key file named 
“[VM name]_key.pem” will be downloaded.

• Save it to a location like 
“C:¥Users¥{YourUsername}¥.ssh¥”
for example.







Log in with this 
IP address



3. Log in to the VM from your 
local computer
PowerShell for Windows and Terminal for MacOS.



Windows PowerShellでログイン
ssh -i .¥.ssh¥[virtual machine name]_key.pem azureuser@ [public IP address]

Public IP 
address

If you haven't changed the 
account name, the default 
username is “azureuser.”

Path to the private key file 
you downloaded when you 

created the VM.

When connecting for the first time, you’ll be 
asked to confirm the connection—type “yes.”



Remote login 
succeeded!



4. Share files across multiple 
virtual machines

Tutorial: Create an NFS Azure file share and mount it on a Linux VM using the Azure 
portal

https://learn.microsoft.com/ja-jp/azure/storage/files/storage-files-quick-create-use-linux
https://learn.microsoft.com/ja-jp/azure/storage/files/storage-files-quick-create-use-linux


Benefits of Sharing Files Across Multiple VMs
• GPU-enabled VMs are expensive – do you really need a GPU all the time?
• You may wan to develop and test your code on a CPU-only VM, and use a GPU-

enabled VM only when training or running inference.
• This approach helps reduce costs while maintaining flexibility.

Virtual Machine A
(without GPU)

Virtual Machine B
(With GPU)

File sharing

We usually implement 
code here.

Only the timing for training and 
inference, we want to use a GPU-
enabled VM.

Model parameters, logs, 
implementation code, and 
data are stored here.

<<
cost



4.1 Create a storage account

Azure tutorial: Create an NFS Azure file share and mount it on a Linux VM using the 
Azure portal

https://learn.microsoft.com/ja-jp/azure/storage/files/storage-files-quick-create-use-linux
https://learn.microsoft.com/ja-jp/azure/storage/files/storage-files-quick-create-use-linux


Storage 
Accounts





Select the same resource group as the 
virtual machine you want to connect to.

Must be unique name among all existing
storage account names in Azure! 

Select Azure Files

Select “Premium SSD”

Select “Locally Redundant Storage (LRS)”









Under "Data Storage"
Click "File Sharing"



4.2 Create a file share





Scroll down



Choose to 
NFS













Make sure it's a file.



Make sure "Dynamically" 
is selected



for "Integrate with private DNS 
zones,” select "Yes.”













Open "Storage Accounts"



Open the storage account 
you just created.





Open the storage 
you just created





Require “secure transfer”
set to “Disabled.”







4.3 Mount the file share from 
each virtual machine



Click here to copy the commands
and paste it into the terminal.



1. In Windows PowerShell, you can paste copied text by simply right-clicking.

2. Press Enter to run the command.
3. If you're prompted with "Do you want to continue? [Y/n]", type "Y" and 

press Enter.



Click here to copy, then 
paste it into the terminal.



• After you run the command, the shared file will be mounted (connected) to 
this virtual machine.

• The mount point will be:”/mount/[storage account name]/[file share name]”
• In the example below:”/mount/utllama3storage1/sharedfiles”

• The command starting with “sudo mount -t nfs [...]” must be run every time 
the virtual machine is restarted.

• To enable automatic mounting, you need to edit the “/etc/fstab” file.



4.4 Configure automatic 
mounting on reboot
Editing “/etc/fstab”
Reference: Mount an NFS share using /etc/fstab

https://learn.microsoft.com/en-us/azure/storage/files/storage-files-how-to-mount-nfs-shares#mount-an-nfs-share-using-etcfstab


Add the following line to the end of “/etc/fstab”
• Insert one single line (no line breaks) as shown below:
[storage_account_name].file.core.windows.net:/[storage_account_name]/[share_name]  
/mount/[storage_account_name]/[share_name]  nfs
vers=4,minorversion=1,_netdev,nofail,sec=sys  0  0

• In this example, it is as follows
utllama3storage1.file.core.windows.net:/utllama3storage1/sharedfiles 
/mount/utllama3storage1/sharedfiles nfs vers=4,minorversion=1,_netdev,nofail,sec=sys 0 0



Editing “/etc/fstab” with the vi Editor
1. To avoid issues, make a backup copy before editing:

(If /etc/fstab is misconfigured, the VM may fail to boot.)
sudo cp -p /etc/fstab /etc/fstab.bak

2. Prepare the line to insert
Create the line in a text editor (like Notepad), so you can copy and paste it easily.
Example to add: 
utllama3storage1.file.core.windows.net:/utllama3storage1/sharedfiles 
/mount/utllama3storage1/sharedfiles nfs vers=4,minorversion=1,_netdev,nofail,sec=sys 0 0

3. Open the editor
sudo vi /etc/fstab

4. Move the cursor to the bottom of the file
5. Press o to create a new line (you should see -- INSERT -- at the bottom left)
6. Right-click to paste the line (on WindowsOS)
7. Press Esc to exit insert mode
8. Type :wq to save and exit (w = write, q = quit) 
If you make a mistake, press Esc and type ":q!" to exit without saving changes



Reboot the VM
• After restarting the virtual machine using the command “sudo reboot”, 

the file share is still visible when reconnecting.

Reboot and log-in again



4.5 Verify that all virtual 
machines can read and write to 
the same file share
Create a virtual machine with vCPUs only, and mount the file share from there.



Select the same resource group 
with the GPU enabled VM.



Running a 13b model 
requires at least 32 GiB of 
memory



You can share the same SSH key with the 
GPU-enabled VM created earlier
(Alternatively, you can also create a new 
key separately.)











Log in with this IP 
address



Configure the same settings as a VM with a GPU.
1. Remote login with ssh

ssh -i .¥.ssh¥llama3--_key.pem azureuser@172.184.160.24
2. Execute the same command as a VM with GPU

1. sudo apt-get -y update
2. sudo apt-get install nfs-common
3. sudo mkdir -p /mount/utllama3storage1/sharedfiles
4. sudo mount -t nfs 

utllama3storage1.file.core.windows.net:/utllama3storage1/sharedfiles 
/mount/utllama3storage1/sharedfiles -o vers=4,minorversion=1,sec=sys,nconnect=4

3. If you want to mount automatically even after rebooting, add "etc/fstab" as 
well as VM with GPU



• You can see the files that were created on the GPU-enabled VM.
• Files created here can also be accessed from there.



Creating User Accounts for NFS File Sharing Across 
Multiple Virtual Machines
• When sharing a single file share using NFS across multiple virtual machines, and you need to create user 

accounts on each VM individually, please follow these steps:
• Assign the same user ID (UID) to each user on all VMs!

1. Assign the same user ID (UID) to each user on all VMs
Assign UIDs starting from 1001, in order.
Example:

2. Create an account on each virtual machine with the following command:
sudo adduser -u [user ID] [account name]
To create an account for Ichiro Suzuki: sudo adduser –u 1001 isuzuki

• It is crucial that the username and UID pairs are identical across all virtual machines that mount the same 
NFS file share.

• You can verify the created accounts by checking the end of the “/etc/passwd” file on each VM.

user Account name User ID (uid)

Ichiro Suzuki isuzuki 1001

Futaba Sato jsato 1002

Saburo Tanaka pauses 1003

例）isuzuki:x:1001:1001:Ichiro Suzuki,Room102,080-1234-5678,080-5678-1234,student:/home/isuzuki:/bin/bash



Why do user IDs need to match across virtual machines?
• In an NFS file share, file ownership is recorded by user ID (UID), not by username.
• If the same username has a different UID on another virtual machine,

ownership will appear to be incorrect, and access issues may occur.

Virtual Machine A Virtual Machine B

File sharing

isuzuki (user ID is 1001) 
wrote to the file share.

Isuzuki's 
user ID is

1001

“/etc/passwd”

Isuzuki's 
user ID is

1001

“/etc/passwd”

This file was written by 
user ID 1001.

The same account must have the same user ID!

Since user ID 1001 corresponds to 
isuzuki, this file was created by isuzuki.



5. Stop the virtual machine to 
avoid unnecessary charges
Even if you're not actively using it or shutdown the virtual machine, you will 
continue to be charged until the VM releases the allocated resources!
Reference: States and billing status of Azure Virtual Machines

https://learn.microsoft.com/en-us/azure/virtual-machines/states-billing


When the status is “Running,” 
you are being billed.



Shutdown the VM with the command:
% sudo shutdown –h now



If you stop the virtual machine using the shutdown command 
inside the VM, the status becomes “Stopped”, and charges 
will still apply for both vCPU and GPU. 





• When the VM status shows “Stopped (deallocated)”, you are not charged for vCPU 
or GPU usage.

• Even if the status is “Stopped (deallocated)”, you will still be charged for OS disk, 
storage, public IP, and other attached resources.

• If you no longer need the VM and related resources, the simplest way to stop billing is to 
delete the entire resource group.
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